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● In-context learning

● Full model finetuning → parameter-efficient finetuning

● Multi-task finetuning → instruction finetuning

Strategies making a pre-trained LM do a task you care about:

“Finetuned Language Models are Zero-Shot Learners.” 2022. https://openreview.net/forum?id=gEZrGCozdqRa
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Multi-task learning in T5 paper

● Train simultaneously on a mixture of 7 different NLP tasks.

● Very simple prefix prepended to each input indicating which task the model should do.
○ CNN/Daily Mail summarization task input:

■ summarize star Daniel Radcliffe gains access to a reported £20 million as he […]
○ EN-FR Translation input

■ Translate en to fr The legislative assembly decided not to vote on the issue until […]

"Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer.” 2019. https://arxiv.org/abs/1910.10683
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T0: Expanding T5’s ideas to support natural language instructions

● Take a pre-trained, LM-adapted T5, finetune it on a mixture of a bunch of NLP tasks.

● For each task, prefix the input with a natural language instruction describing the task.
○ CNN/Daily Mail summarization task input:

■ Can you write an outline of the following article in a few points? Star Daniel Radcliffe 
gains access to a reported £20 million as he […]

■ Summarise the article: Star Daniel Radcliffe gains access to a reported £20 million as he 
[…]

○ Word sense disambiguation
■ Does the word "{{word}}" have the same meaning in these two sentences?

Yes, No?
{{sentence1}}
{{sentence2}}

○ Topic classification
■ What label best describes this news article?

{{text}}
■ Is this a piece of news regarding {{"world politics, sports, business,

or science and technology"}}?
{{text}}

● This dataset of tasks + instruction templates is called P3.

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” 2021. https://arxiv.org/abs/2110.08207
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Yellow: tasks used in training

Green: tasks used in evaluation
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Challenges in Multitask Learning

● How much data to include from each task 
○ Example: Multi-language machine translation model---should we upsample low-resource languages?

● Generalizability to instruction templates not seen during training.

● Generalizability to tasks not seen during training

● How do users “explain” to the model what task it should be performing?



Multi-Task Training has Morphed into Instruction Tuning

Motivation:

● We shouldn’t just be tuning on NLP tasks.

● We should be tuning on a diverse set of instructions that match the tasks real users might want to ask a 

language model to do.

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” 2021. https://arxiv.org/abs/2110.08207
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Chatbots Multi-task learning

Modern instruction-
tuned models



Many Instruction Tuning Datasets Available Now

https://github.com/RenzeLou/awesome-instruction-learning?tab=readme-ov-file#3--corpora



Instruction tuned models sometimes work exhibit undesirable 
behaviour.

OpenAI – GPT-3.5-turbo-instruct
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Language models should follow 
user instructions but they should 

also be aligned with certain values.


